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Abstract of the contribution: This contribution provides editorial corrections to Key Issues Clause 5 of TR 23.799 v0.3.0.

Introduction
While reviewing clause 5 of TR 23.799 several editorial corrections were identified. These corrections are primarily of the following nature:

· Consistency of bullet lists in various key issues.

· Consistent use of “NextGen System” and “NextGen Core”.
· Minor edits for better readability of sentences.

Proposal
It is proposed to revise clause 5 of TR 23.799 v0.3.0 based on this contribution.

* * * Start of changes * * * *
5
Key Issues

NOTE:
All the key issues are assumed to adhere to the list of architectural requirements, assumptions and principles in clause 4 and therefore these requirements, assumptions and principles are not repeated as part of the key issue descriptions.
5.1
Key issue 1: Support of network slicing 

5.1.1
Description

Network slicing enables the operator to create networks customised to provide optimized solutions for different market scenarios which demands diverse requirements, e.g. in the areas of functionality, performance and isolation.

Solutions for this key issue will study:
-
Functionality and capabilities within 3GPP scope that enables the NextGen System to support the Network Slicing and Network Slicing Roaming requirements defined in TR 22.864 [7] and in normative stage 1 specifications (when available), including but not limited to:

-
How to achieve isolation/separation between network slice instances and which levels and types of isolation/separation will be required;

-
How and what type of resource and network function sharing can be used between network slice instances;
NOTE:
Details of which resources are used and how they relate to the NextGen System is to be clarified as part of the solutions to the key issue.
-
How to enable a UE to simultaneously obtain services from one or more specific network slice instances of one operator;

-
What is within 3GPP scope with regards to network slicing (e.g. network slice creation/composition, modification, deletion, etc.);

-
Which network functions may be included in a specific network slice instance, and which network functions are independent of network slices;

-
The procedure(s) for selection of a particular network slice for a UE;
-
How to support network slicing roaming scenarios; and

-
How to enable operators to use the network slicing concept to efficiently support multiple 3rd parties (e.g. enterprises, service providers, content providers, etc.) that require similar network characteristics.

The required definitions and terminology will be agreed upon during the work, e.g. adopting any terminology and definitions from SA1, NGMN, etc. Additional inputs on network slicing from  NGMN or other industry organisations will be considered.
5.2
Key issue 2: QoS framework
5.2.1
Description
This key issue will study the QoS framework for the NextGen System architecture i.e. the required functions (in both CP and UP) and a functional split between UE, Access Networks and CN, and any necessary QoS related signalling between those functions. The QoS framework should enable the operator to provide QoS for the wide range of use cases - expected to be supported by the NextGen System.

The architecture should support QoS in such a manner that it fulfils the following principles:
-
Solutions for QoS framework should allow ease of reuse of NextGen Core for various access technologies (i.e. 3GPP access, non-3GPP access).
-
Solutions for QoS framework should allow independent evolution of NextGen Core and access technologies (i.e. 3GPP access, non-3GPP access).
-
Solutions for QoS framework should not be access specific.
-
Solutions for QoS framework enables optimal service level quality as per application needs, optimizing network capacity utilization.
Editor’s Note: There may be interactions of this key issue with key issue on network capability exposure (i.e. QoS for 3rd party applications).
-
Solutions for QoS framework should provide adequate QoS handling for:

-
Services whose characteristics have been explicitly provided to the NextGen System.
-
Services/applications whose characteristics have been explicitly deduced by the NextGen System.
-
Services whose characteristics have been implicitly deduced by the NextGen System (e.g. by subscription).

-
Applications with non-deducible service data flows.
-
Solutions for QoS framework should identify proper QoS granularities (e.g. per-UE, per-flow, etc.) and QoS parameters (e.g. maximum bit rate, guaranteed bit rate, priority level, etc.)
Editor’s Note: The need and the solutions for interworking between NextGen System and EPS are expected to be studied in other key issues, e.g. those on migration and coexistence with legacy systems. Depending on the outcome of interworking, QoS mapping between next generation system and EPS QoS framework should be specified.
In terms of description the candidate solutions should clarify the following items:
-
Functions: the required functions (including both CP and UP) and a functional split between UE, Access Networks and CN.

-
Functional entities: indication of QoS control points, QoS enforcement points and the associated reference points.
-
QoS model: how is QoS handled on each reference point (e.g. per packet, per flow, aggregation of flows, etc.).
-
QoS characteristics: the list of parameters (i.e. maximum bit rate, guaranteed bit rate, and priority level) needed for the QoS framework.
-
QoS related information exchange: how is QoS information conveyed to entities where it is enforced (e.g. to UE, to RAN, or to user plane gateways).
-
Traffic identification: how is traffic identified in the NextGen Core (e.g. means beyond traffic identification based on L3/L4 information such as the IP-5-tuple for IP traffic) at the various QoS provisioning/enforcement points and at what level (e.g. per packet, per flow or as an aggregate of flow, etc.) for both uplink and downlink direction? How is traffic identified at the UE for both uplink and downlink direction?

-
Traffic separation: how is traffic separation achieved (in the NextGen Core as well as on the CN-RAN interface) for QoS treatment; solutions shall also clarify the granularity of the traffic separation.
It should be noted that the items listed above are non-exhaustive.
5.3
Key Issue 3: Mobility framework 

5.3.1
Description 

This key issue will look into proposing solutions for a mobility management framework that enables the operator to provide mobility support which, if needed, includes session continuity for all types of devices that connect to NextGen core via 3GPP accesses and/or non-3GPP accesses. It is expected that NextGen system will require different levels of mobility support (e.g. based on velocity or service continuity requirements) as specified in the SA1 NEO TR 22.864. This key issue will attempt at developing a comprehensive mobility management framework for NextGen system that is adaptive, flexible and intelligent, to cater for the disparate NextGen System mobility requirements.
The concept of mobility on demand implies that the system may limit the level of mobility support for certain UEs. The solutions should define the level of mobility support for a UE, describe how and when the level of mobility is determined, and evaluate the benefits achieved as a result of the mobility on demand concept.
Editor’s Note: It is FFS how many different combinations the mobility on demand concept needs to support.
Solutions for this key issue will at least study: 

-
Mobility management signalling for:

-
UE/User registration to the network;

-
Support of reachability to enable mobile terminated communication; 
- 
Detection of UEs no longer reachable;
-
Assignment of CP and UP network functions (as needed); and

-
Mobility Restrictions, e.g. forbidding mobility at certain locations. 

Editor’s Note: It is FFS whether aspects related to support of Geographical Location Services (e.g. to support stage 1 requirements for high positioning accuracy) is to be included in this key issue or in a separate key issue.

-
Definition of mobility states and how to transition between the states;
NOTE: Defining the mobility states will be performed together with the RAN working groups.
-
How to support mobility on demand for different levels of mobility. Possible examples for different levels of mobility support are:
-
Supported over a given area within a single RAN node (such as a cell of an eNodeB);
-
Supported within a single RAN node (such as an eNodeB);
-
Supported in a UE registration area (such as a TA in EPC);
-
Supported in the service area of a control plane or user plane CN entity (such as an MME pool area or a Serving GW service area in EPC);
-
Supported within a given RAT or combination of RATs integrated on the RAN level (such as LTE and 5G RAT);
-
Supported between two access technologies;
NOTE: Study on mobility limitations in RAN will be performed together with RAN working groups. 
-
How to determine the level of UE mobility support, e.g. by what characteristics/method; and
-
How to obtain the information (e.g. application’s needs, device UE capabilities, used services) in order to determine the appropriate level of mobility of the UE.
-
Methods to limit the amount of mobility management signalling between NextGen Core and the access, within the NextGen Core as well as between the NextGen Core and the UE;

-
Mobility support in interworking and network migration scenarios;

-
How to support mobility between different access systems, including: 
-
between 3GPP accesses (the level of interworking between 3GPP accesses i.e. seamless mobility or not is being defined by Stage 1 requirements); 

-
between 3GPP accesses and non-3GPP accesses;

-
between non-3GPP accesses; and

-
studying the location of the mobility anchor point(s) (i.e. mobility anchor point includes UP network function and CP network function for mobility) and the use of mobility anchor point(s) for inter and intra access system(s) change due to user mobility (e.g. the study of buffering for idle mode UE, if applicable). 
-
The impacts of other architectural features (e.g, separation of control and user planes, QoS concepts) on the mobility management. 
5.4
Key issue 4: Session management

5.4.1
Description

The session management is responsible for the setup of the IP or non-IP traffic connectivity for the UE as well as managing the user plane for that connectivity. Scenarios and mechanism on connectionless traffic transmission will also be investigated.

Solutions to this key issue will study the following aspects:

-
Session management model, including: 

-
describe UE related states and high-level procedures between the UE, AN and CN for session management, including establishing, maintaining and terminating both UE non-IP connectivity and IP connectivity in the NextGen System architecture;
-
how sessions are established on-demand instead of by default when attaching to the network; and
-
session connection model, including identifying user plane functionality needed to provide IP and non-IP connectivity (e.g. IP anchor, tunnelling, etc.).
-
How session management works for UEs connected via multiple accesses and via multiple connectivity, including providing multiple simultaneous traffic connectivity for the UE.
-
Identify the correlation between session management and mobility management functionality, including:

-
studying whether separation of session management and mobility management is possible; and 

-
identifying the interactions between session management and the mobility framework required to enable the various mobility scenarios (including those where efficient user plane path, as defined in TR 22.864 clause 5.1.2.2, is used) while minimizing any negative impact on the user experience.
-
Describe how the session management and mobility management can be decoupled for scenarios requiring it, if identified feasible as above. 
-
Investigate solutions to minimize signalling for scenarios with short data bursts.
-  Investigate solutions to provide connectivity between UE and its communication peer that can satisfy the latency requirements of UE’s services.
5.5
Key issue 5: Enabling (re)selection of efficient user plane paths
5.5.1
Description

TR 22.864 (SMARTER NEO) has several requirements for efficient user plane paths. These requirements apply to communication between UEs attached to the same network, between a UE and a host in the Internet, and between a UE and a service providing entity residing close to the network edge.

This key issue will study solutions for selection of anchor point to achieve efficient user plane path, as well as enablement of reselection of anchor point to achieve efficient user plane path with minimum service interruption. A possible cause for user-plane path reselection can be UE mobility causing the current user plane path to become inefficient.

The criteria for user-plane path efficiency depend on application requirements and operator policies.
Solutions for this key issue will study at least the following items:
-
How to identify traffic for which (re)selection of efficient user plane path is needed.
-
Reselection of user-plane paths between UEs attached to the same network when the previous paths become inefficient.

-
Reselection of user-plane path between a UE attached to the mobile network and communication peers inside or outside of the mobile network (e.g. Internet hosts) when the previous path becomes inefficient or is not able to meet latency requirement of the UE’s service.
-
Reselection of user-plane path between a UE and a service hosting entity residing close to the edge (including the radio access network) when the previous path becomes inefficient.

-
Minimising impact to the user experience (e.g. minimisation of interruption time and loss of packets) when changing the anchoring point for some or all packet data connections of a UE.
-
Interactions with session management, session continuity and/or mobility management framework.

5.6
Key issue 6: Support for session and service continuity 
Editor's Note: This clause will identify key architectural issues and the corresponding candidate solutions during the design of the next generation system architecture.

5.6.1
Description

In order to address the specific needs of different applications and services, the NextGen system architecture for mobile networks should support different levels of data session continuity or service continuity based on the Mobility on demand concept of the Mobility framework defined in Key Issue 3. For example, the NextGen system may do one of the following on per session basis for the same UE:
Editor's Note: The first sentence in the paragraph above may need to be further refined due to the simultaneous change made by the pCRs in S2-161278 and S2-161297.
-
support session continuity;
-
not support session continuity; and
-
support service continuity when session continuity is not provided.

See Key Issue 3 for examples on the different levels of mobility support, where these levels also may apply to session continuity.
The purpose of this key issue is to study additional aspects such as:
-
The types of sessions to be considered in the context of session continuity;
-
The level of session continuity to be supported depending on e.g., the type of service such as broadband, group communications, mission critical communications, etc.;
-
How the NextGen System determines the level of session continuity support for a new session;
-
How it can be possible to apply one level of session continuity support for some sessions in a UE while, at the same time, apply a different level of session continuity for other sessions in the same UE; and
-
How to provide service continuity when session continuity is not provided (e.g. when the user-plane anchor for a UE is relocated). This includes identifying whether upper-layer service continuity mechanisms (e.g. SIP, MPTCP, SCTP, Host ID, DASH, etc.) are applied for a session and how to leverage or interact with such mechanisms.
5.7
Key issue 7: Network function granularity and interactions between them

5.7.1
Description

It is expected that network systems will consist of multiple physical and/or virtual network functions that may be deployed in the operator’s network, and be able to support diverse service requirements.

To achieve flexibility, the NextGen System architecture design should have the following capabilities: 
-
Support for network deployment with centralized or distributed control plane network functions including dynamic deployment of functions.
-
High function re-usability in network deployments through architecture principles that allow flexible network function deployment, ease of interfacing, flexible chaining, co-location of network functions.
The solution for the functional granularity should cover:
-
Criteria to determine the right level of granularity of NextGen network functions, such as:
-
The level of inter-dependency between network functions.
-
Need for independent scalability of individual network functions.
-
Need for deployment of individual network functions within or across operator network (e.g. PLMN) boundaries.
-
Need for supporting centralized or geographically distributed deployments.
-
Based on above, identification of the network functions for the NextGen network architecture and definition of the set of functionalities supported by each of them.
NOTE:
The solution proposal for defining the right level of granularity of network functions will be based on the functionalities defined by the other key issues such as, session management, mobility management, QoS framework. As such it is expected that solutions addressing this aspect will be discussed after a degree of progress has been reached for other key issues.
For the control plane network functions, the solution should support flexible interconnection between them. For the user plane network functions, the solutions should support flexible chaining between them. The solution for the interconnection of the control plane network functions should allow
-
Network functions to be able to interact with each other, e.g. for new services and features, while avoiding functional and signalling impact to unrelated network functions for a given interaction.
-
Mechanism for the exchange of information between network functions that results in agile/rapid deployment of new services, e.g. mechanism that allows reuse of procedures, wherever possible.
-
Ability to deploy network functions in various network configurations.
5.8
Key issue 8: Next Generation core and access - functional division and interface 
5.8.1
Description
This key issue will address the following general aspects:
-
analyze in detail the functionality for the Next Generation (NextGen) Core and for the interface between the access networks and the NextGen Core to support the LTE radio access network, the new, expected 5G radio access network (depending on information available from RAN design and the SMARTER requirements), and for non-3GPP access networks, in order to identify the functional split between AN and Core Network, and to identify if a single AN-CN interface can be specified which can be used across many different access networks. In particular, the functionality should be decomposed between:
-
access-specific functionality: such functionality applies only to a specific (set of) AN(s); and
-
access-independent functionality: such functionality applies to all ANs, though the set of information/parameters/policies used for the functionality may be dependent on the specific AN.
-
identify how the various functionality correlate to each other and identify interdependencies – i.e. impacting NextGen Core, AN and UE;
-
identify how the functionality can be modularized for the definition of a modular NextGen Core -ANs interface that minimizes access dependencies and applies to any access networks; and
-
identify how to decouple the access network and the core network, and identify its effects and implications to the NextGen Core. Such decoupling shall allow for parallel and independent design and evolution of access networks and core networks.
Solutions and agreements for 3GPP RAN specific aspects should be prioritized in order to facilitate cooperation with 3GPP RAN. Aspects to consider for such solutions include e.g., functions which have impact to both CN and RAN, desired NextGen Core – RAN functional split and interface. The new RAT(s) and the evolved LTE should be taken into considerations. 

NOTE: This key issue has dependencies on the solutions specified for other key issues such as QoS framework, Mobility framework, and Session Management.

5.9
Key Issue 9: 3GPP architecture impacts to support network capability exposure
5.9.1
Description
The NextGen System is expected to accommodate various services and 3GPP TRs 22.861 [4], 22.862 [5], 22.863 [6] will continue to define requirements for key service categories, i.e. massive IoT, critical communications, and enhanced mobile broadband, respectively. To allow the 3rd party/UE to access information regarding services provided by the network (e.g. connectivity information, QoS, mobility, etc.) and to dynamically customize the network capability for different diverse use cases within the limits set by the operator, the NextGen System should provide suitable access/exchange of network/connectivity information (e.g. via APIs) to the 3rd party/UE.

Solutions for this key issue will study the following aspects (non-exhaustive list):

-
Define network capability exposure framework.
-
Identify the mechanisms and interfaces to expose network capabilities to the 3rd party and/or UEs.

-
Identify the network information that can be provided to 3rd party ISPs/ICPs and to the UE to enable more customized and efficient service provision.
For any identified information, how the operator network to acquire information and to allow the 3rd party and/or UE to access these information.
-
How to create the network slice based on the requirement of the 3rd party or customize network function on-demand.
Editor's Note: whether the above bullet involves possible work of SA2 is FFS.
-
Support the existing network capability exposure within the NextGen System architecture.
-
Support APIs for exposure of new network capabilities within the NextGen System.
NOTE 1:
Exposure of new system capabilities will be studied based on the exposure requirements captured in 3GPP TRs 22.861 [4], 22.862 [5], 22.863 [6], 22.864 [7].
NOTE 2:
APIs are not necessarily in the scope of 3GPP.

Solutions for this key issue will assume that the NextGen System should be able to expose network capabilities to the 3rd party and the UE and enable exchange of information in a secured way.
5.10
Key issue 10: Policy Framework
5.10.1
Description

In the EPC system, network functions are configurable via operator policies. This trend is expected to continue into the NextGen System. These operator policies help shape a variety of network behaviours such as related to:
-
QoS Enforcement
-
Charging Control
-
Gating
-
Traffic Routing
-
Congestion Management
-
Service Chaining
-
Network (e.g. PLMN) Selection
-
Access Type Selection
-
Roaming
-
Mobility
-
Policies related to group of users

-
Third party service handling
The provisioning and enforcement of these policies can happen in:
-
UE 

-
Control Plane entities

-
User Plane entities 
This key issue will look into solutions for a policy framework for the NextGen System that takes into consideration all these related aspects.

NOTE 1: Policies can be categorized further into different types e.g. subscription based policies, local operator policies etc.
5.11
Key issue 11: Charging
5.11.1
Description

Mobile System Architecture cannot be considered complete without having appropriate charging support. While the charging requirements in the NextGen System are expected to be similar in nature to LTE/EPC, depending upon the NextGen System Architecture how, where and when charging data gets collected and communicated can be different. This key Issue will look into the architectural aspects of collection of charging data. 

The architecture shall support both Online and Offline charging. In addition it shall support various charging models including:
-
Application based charging / Group of Applications based charging
-
Volume based charging
-
Time based charging
-
Volume and time based charging
-
Session based charging
-
Event based charging
-
Access specific charging
-
No charging
-
Third party charging (sponsored data)
Only high level architectural aspects of charging are expected to be captured in SA2. Detailed charging architecture and solutions will be developed by SA5.
5.12
Key issue 12: Authentication framework
5.12.1
Description
The authentication function is responsible for the authentication of the identity (e.g. user identity) that is presented to the NextGen System, when a UE requests to receive service(s).

Editor’s Note: Whether additional entities different from UE would be considered is FFS depending by consolidation of SMARTER requirements.

NOTE 1: The UE in the scope of this key issue is assumed to possess credential. How these credentials are provided is out of scope of this key issue. 
This TR work focuses on identifying the high level architectural aspects of authentication. The work will be verified with RAN WGs for the network functionalities residing in the RAN and with SA3 responsible for the detailed definition of solutions addressing security and threats.
The NextGen System authentication functionality shall efficiently and adequately support the following:
-
Various subscriber identity types as defined by SMARTER TR 22.891, TR 22.861, TR 22.862, TR 22.863 and TR 22.864 , for example IMSI and other subscriber IDs such as URI, e.g. for MTC UEs. In addition some UE may also be getting connected to the network via intermediate nodes.
-
Roaming scenarios.
The solution for this key issue will study the following aspects:
-
identify whether and how authentication function supports connectionless and connection based service;
Editor’s Note: Connectionless based service is considered in SMARTER TR 22.891 clause 5.40 as a service where there is no need to establish and teardown connections when small amounts of data need to be sent. The system will therefore accept data transmission without a lengthy and signalling intensive bearer establishment and authentication procedure. The definition within the context of this TR is FFS.

-
identify how authentication solution efficiently and adequately supports (for example in terms of scalability of security signalling traffic, new types/formats of subscriber identities, etc.) different kinds of scenarios and applications, for example, massive deployment mIoT with low activity, UE supporting MBB service, vertical services, etc;
-
whether and how UEs are authenticated per network slice or for multiple slices;
-
authentication in roaming scenarios; and
-
how established security associations or contexts are transferred between Network Functions and (re)used, e.g. when the UE’s serving Network Function(s) change due to mobility.
5.13
Key issue 13: Broadcast/Multicast Capabilities
5.13.1
Description
This key issue will address the need and possible solution aspects to support capabilities similar as provided currently like eMBMS and GCSE that are available for LTE/EPC networks, including support for features such as mission-critical applications.

Specific solutions proposed under this key issue include those needed to architecturally support:

-
1:many and 1:all communication involving 5G capabilities specified by RAN;

-
Group handling (e.g. geographic scope of groups);

-
Group communication (e.g. setup performance, services to the group member, group member requests of the system, priority and pre-emption of group communication, services provided during an ongoing group communication, and user perception of group communication);

-
Functionality and performance needed to satisfy current and emerging 3GPP broadcast/multicast service requirements and application architecture requirements (e.g. MCPTT, MCVideo, MCData, CriC, and massive MTC);

-
Consideration of related NextGen architecture key issues (e.g. session management, QoS framework).

5.14
Key Issue 14: Support for Off-Network Communication
5.14.1
Description 

This key issue is to define support for off-network communication capabilities for in-coverage and out-of-coverage devices as specified by relevant Stage 1 requirements.  For example, off-network group communication is needed to support current and emerging critical communications, including the individual- and group-based mission-critical voice, data, and video communications needed by public safety (e.g., see TR 22.862 [5]).  

Specific solutions proposed under this key issue include those needed to architecturally support:

-
Direct communication involving 5G capabilities specified by RAN (e.g. one-to-one, one-to-many, one-to-all);

-
Functionality and performance needed to satisfy current and emerging 3GPP off-network service requirements and application architecture requirements (e.g. MCPTT, MCData, MCVideo, V2X, and MTC); and 

-
Functionality to provide the required control by the MNO of off-network communication.
5.15
Key Issue 15: NextGen core support for IMS
5.15.1
Description 
This key issue will study the system requirements and the solutions required in order to enable the NextGen System to support IMS.
5.16
Key Issue 16: 3GPP system aspects to support the connectivity via a relay UE
5.16.1
Description
This key issue will study:

-
Definition of a relay UE in the NextGen framework.

-
The effects of a relay UE on the mobility framework as well as session management and session continuity.
-
Which functions are further required/enhanced comparing to Rel-13 relay UE functionality.
-
If there is need for selection criteria based on operator policy between the direct connectivity to the network and the connectivity via a relay UE to provide efficient service.
-
Efficient session and/or service continuity mechanism between:
-
the direct connectivity to the network and the connectivity via a relay UE; and
-
the connectivity via a current relay UE and the connectivity via a new relay UE with minimizing the interrupt time for the service and signalling overhead.
-
The security and privacy aspects (e.g. how to establish the connectivity via a UE relay when there is no trusted relationship between the remote UE and the relay UE).
-
Control by the MNO of the connectivity via a relay UE.
Additional inputs from SA1 will be considered for possible enhancement to a relay UE.
5.17
Key Issue 17: 3GPP architecture impacts to support network discovery and selection
5.17.1
Description 
In EPS, a variety of solutions has been defined for network discovery and selection for 3GPP accesses and non-3GPP accesses. In order to enable integration of various 3GPP accesses and non-3GPP accesses and to cater for the architectural requirements and assumptions for the NextGen System, the introduction of a network discovery and selection mechanism will provide operators with a solution to flexibly control UE to select various accesses according to operator policy.

This key issue will address the following issues:
-
Study how to support network discovery and selection mechanism for:
-
3GPP and non-3GPP accesses;
-
non-roaming and roaming scenario; and
-
idle and connected mode (for transition from a 3GPP access to a non-3GPP access or vice versa).
Editor's Note: Access network selection in connected mode within 3GPP access is out of scope of this key issue.

-
Study which information is required for the UE for network discovery and selection mechanism.
Editor's Note: Actual policies provided to the UE for network discovery and selection, if any, will be defined under key issue on Policy Framework.
-
Study which entity/functionality is involved in network discovery and selection mechanism and their interaction.
5.18
Key Issue 18: Interworking and Migration 

5.18.1
Description
This key issue focuses on migration and interworking scenarios. 

Migration scenarios will be identified and solutions to these scenarios will be provided in the solutions section. 

Example migration scenarios to consider are:

Scneario-1:
From EPC to NextGen Core, considering the coverage area of EPC vs. NextGen Core.
NOTE: 
The aspects to cover depend on the agreed RAN-CN functional split.
In addition, typical roaming scenarios between operators will be studied. For example:

-
Need for NextGen core of an operator to support roaming with partners that have not yet migrated to the NextGen core.
Based on the identified migration and roaming scenarios the need for interworking solutions between the NextGen Core network and EPC will be determined and related solutions will be discussed. If a need for interworking is identified, the required level of interworking will also be analysed (e.g. whether seamless interworking needs to be supported during intersystem change, i.e. whether service disruption is acceptable or not when there is an intersystem change).
5.19
Key Issue 19: Architecture impacts when using virtual environments
5.19.1
Description
The NextGen System is expected to support deployments in virtualized environments. This key issue will determine the need for and architecture impacts due to load rebalancing and load migration in the context of:
-
scaling of a network function instance; and

-
dynamic addition or removal of a network function instance.

Editor’s Note: An appropriate definition of the various types of scaling will be discussed during the course of the work on this key issue.

NOTE: Load rebalancing and load migration across network function instances assumes multiple active instances of a network function. Potential issues resulting from load rebalancing and load migration to be addressed may include:
-
UE signalling overhead.
5.x
Key Issue x: Title

5.x.1
Description 
Editor's Note: This clause will identify key architectural issues to be solved during the architecture design.
* * * End of changes * * * *
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